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ABSTRACT 

 
The strong inter-channel cross correlation between 

stereo received signals creates a problem of non-unique 
solutions for stereo echo cancellation. To avoid this 
problem, the addition of inaudible non-linearly filtered 
received signals to themselves was proposed. However, the 
convergence of misalignment is still slow even when the 
affine projection algorithm is used, since strong 
inter-channel cross correlation remains in the adjustment 
vector. We propose an enhanced affine projection 
algorithm in which the adjustment vector is well- 
decorrelated by enhancing non-linearly filtered received 
signals.  Computer simulation demonstrated that the 
enhanced affine projection algorithm can decrease 
misalignment much faster than the conventional affine 
projection algorithm.  
 

1. INTRODUCTION 
 
  In a stereo teleconferencing system, a stereo acoustic 
echo cancellation is required to reduce echoes that result 
from coupling between loudspeakers and microphones. 
Since stereo received signals usually come from the 
individual speaker via two acoustic paths, inter-channel 
cross correlation is strong. This causes the problem of 
non-unique solutions to the normal equation for estimating 
unknown echo paths. Misalignment between the estimated 
and actual impulse responses usually remains even if 
echoes are cancelled [1]. 
  The addition of non-linearly filtered received signals to 
the original received signals [2], [3] has been proposed to 
avoid this non-uniqueness problem. Such a non-linear 
filtering approach must have no audible effects and must 
have no effect on stereo perception. 

Since the amount of non-linearity is restricted, the 
convergence of misalignment is slow when the NLMS 
algorithm is used. The affine projection algorithm [2] and 
the combination of inter-channel decorrelation and affine 
projection [4] have been proposed to improve the 
convergence speed. However, strong inter-channel cross 
correlation still remains in the adjustment vector. The 
improvement in convergence speed is thus insufficient [5]. 

We propose an enhanced affine projection algorithm that 
improves the convergence of misalignment with the 
adjustment vector decorrelated by enhancing non-linearly 
filtered received signals.    
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Fig. 1 Diagram of system for stereo echo cancellation. 
 

2.  CONFIGURATION FOR STEREO ECHO 
CANCELLATION 

 
  Figure 1 shows a diagram of a typical system for stereo 
echo cancellation. Stereo signals )(and)( 21 kuku , picked 
up by two microphones in the transmission room, are 
transformed as 
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where ][1 �f  and ][2 �f  are non-linear functions used to 
avoid the non-uniqueness problem [3]. We hereafter refer 
to ])([ 11 kuf  and ])([ 22 kuf  as additive signals. 

The echo signal )(ky  is expressed as 
,)()( kky T xh�                    (2) 

where TTT ][ 21 hhh �  is the concatenation of true impulse 
response vectors 21 and hh , and )(kx  is the input signal 
vector defined as  
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where L is the length of impulse response vectors. The 
error )(ke  is expressed as 

,)()(ˆ)()( kkkyke T xh��                 (3) 
where TTT kkk ])(ˆ)(ˆ[)(ˆ

21 hhh �  is the concatenation of 



  

adaptive-filter-coefficient vector )(ˆ
1 kh and )(ˆ

2 kh . 
 

Shimauchi et al. [2] proposed updating of the adaptive 
filter coefficients by the p-th order affine projection 
algorithm as 
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where �  is the step-size and δ  is a small positive 
constant. We hereafter refer to )(ˆ kh�  as the adjustment 
vector. 

The adjustment vector can be treated as the sum of two 
components, a component that is effective for convergence 
and a redundant component. The p-th order affine 
projection algorithm tries to reduce the redundant 
component by removing the correlation between the 
consecutive input signal vectors )1(,),( �� pkk xx � . The 
achievement of faster convergence by using a more 
decorrelated adjustment vector with a higher-order 
projection has been reported [2].  

 Benesty et al. [4] pointed out that, after the above 
straightforward affine projection, the adjustment vector 
still contains the redundant component caused by 
inter-channel cross correlation, that is, the correlation 
between )(1 kx and )(2 kx  in input signal vector )(kx . 
They proposed the introduction of inter-channel 
decorrelation in the affine projection algorithm. They 
added the constraints that the adjustment weight of each 
channel must be orthogonal to the input signal vectors of 
the other channels. However, for the projection order p = 2, 
these constraints more than triple the amount of 
computation required, as compared with the NLMS 
algorithm. 

These multi-channel adaptive algorithms use a linear 
combination of input signal vectors with high inter-channel 
cross correlation as the adjustment vector. Even after 
non-linear preprocessing, the inter-channel cross 
correlation remains in the adjustment vector when the 
projection order is low. This limits the convergence speed.  
 

3. NEW ADAPTIVE ALGORITHM 
 
  We propose a new method of obtaining a well- 
decorrelated adjustment vector that has a low level of 
computational complexity. It is obvious that the additive 
signals ])([ 11 kuf  and ])([ 22 kuf  in Fig. 1 should be 
designed to have a much lower inter-channel cross 
correlation than the original input signals )(1 kx  and 

)(2 kx [5]. Increasing the contribution of these decorrelated 
additive signals in the adjustment vector should improve 

the convergence speed. This is our basic idea. 
  In order to achieve this, we propose that the adjustment 
vector be obtained as a linear combination of vectors 

)1(,),( �� pkk zz � , where  
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Here, a )10( �� a  is a pre-determined attenuation factor. 
The enhanced affine projection algorithm determines the 
weights of the linear combination of )1(,),( �� pkk zz �  
by forcing the filter coefficient vector )(ˆ)(ˆ kk hh ��  to 
satisfy the last p input-output relationships, as in the 
conventional affine projection algorithm. As a result, the 
proposed algorithm is represented by  
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where �  is the step-size and δ  is a small positive 
constant. The sound reproduced by loudspeakers after the 
proposed algorithm has been applied is the same as for the 
conventional affine projection algorithm. 
  The amount of computation is almost the same for the 
proposed algorithm as for the affine projection algorithm 
because the vector )(kz  can be generated from signal 
samples )2,1()]([)( �� ikufkua iii  and there is no need 
for the vector calculation of (5) for each sample. Note that, 
with the projection order p = 2, the amount of computation 
required to apply the proposed algorithm can be reduced to 
be almost the same as is required to apply the NLMS 
algorithm. This is achieved by the technique used in the 
fast affine projection algorithm [6]. 
 

４４４４. CONVERGENCE ANALYSIS 
 

The first-order statistical behavior of the LMS algorithm 
[7] shows that the convergence speed of the coefficient 
error hh �)(ˆ k  is primarily limited by the eigenvalue 
spread of the correlation matrix of input signals, that is, the 
ratio of the largest eigenvalue to the smallest eigenvalues. 
A broad spread of eigenvalues is known to make the 
convergence slow. In this section, we show that the same 
analysis can explain the improvement achieved by the 
proposed algorithm for the projection order 1�p .  
  To make the analysis easier, we use white-noise signals 
that satisfy 
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as the additive signals. 
 We may rewrite the proposed algorithm in terms of the 
coefficient error hh �)(ˆ k  by substituting  

 )(ˆ)()()( kkkke TT hxhx ��     (8) 
into the update equation (6) and by subtracting h  from 
both sides of (6). Taking the mathematical expectations 
yields the following sample-by-sample transition formula 
for the mean coefficient error [8], 
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where I  is a LL 22 �  identity matrix. The correlation 
matrix of stereo input signal is diagonalized by using 
orthogonal matrix C  as 
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So the matrix )]([ kE P can be diagonalized as  
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When stereo input signals are correlated, the smallest 
eigenvalue 1�  is almost 0 compared with the largest 
eigenvalue L2� , and the eigenvalue spread of 

)]([ kE P can be approximated by qqa L /)( 2 �� . This 
relationship shows that the eigenvalue spread can be made 
narrower by setting the attenuation factor a  )10( �� a  
small. This tendency is reflected in the matrix 

)]([ kE PI �� , and improves the convergence speed of the 
coefficient error. Finding the optimum attenuation factor is 
a problem for future work. 

This discussion of convergence is not specific to the 
case of two input channels, but is applicable to any number 
of input channels. 
  

5.  SIMULATION 
 
  We confirmed the validity of the proposed algorithm by 
computer simulation. The received signals were obtained 

by convolving an input speech signal and transmission 
paths measured in a conference room with a reverberation 
time of 200 ms. The true echo paths were also measured in 
a conference room and were truncated to 700 taps. The 
sampling frequency was 8 kHz. A white- noise signal with 
40dB SNR was added to )(ky  as ambient noise. The 
adaptive filter had 600 taps on each channel. Step-size �  
was set to 0.5．We used 
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with 26.0��  as non-linear functions [9].  
We evaluated the performance of the adaptive filter in 

terms of the misalignment defined by 22 ||||/||)('ˆ|| hhh k� , 
where )('ˆ kh  was the filter coefficient vector of the 
adaptive filter expanded to the same size as h  by padding 
with zeros.  
  Figure 2 shows the behavior of misalignment for the 
conventional NLMS algorithm (the first-order affine 
projection algorithm, p=1) (A) without and (B) with 
additive signals, and for (C) the proposed enhanced affine 
projection algorithm with p=1 and attenuation factor 
a=0.06. In (A), the misalignment of the filter coefficient 
vector decreased rapidly in the first 1s, but soon saturated 
at about 5.4� dB. When non-linear transformation was 
applied (B), the misalignment continued to decrease 
slowly and reached around 2.5� dB at t = 10 s. This could 
be improved to –7.9 dB by the proposed enhanced affine 
projection algorithm (C). 

Figure 3 shows the behavior of misalignment for the 
second-order affine projection algorithm (p=2) (A) without 
and (B) with additive signals, (C) the second-order affine 
projection algorithm with inter-channel decorrelation [4], 
and (D) the proposed enhanced affine projection algorithm 
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Fig. 2 Behavior of misalignment for the conv
algorithm (the first-order affine projection algorith
and (B) with additive signals, and (C) the prop
enhanced affine projection algorithm. 
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with p=2 and attenuation factor a=0.06. 
In (A), the misalignment of the filter coefficient vector 

decreased rapidly in the first 1s, but soon saturated at 
about 5.4� dB. When non-linear transformation was 
applied (B), the misalignment continued to decrease 
slowly and reached around 0.7� dB at t = 10 s. When the 
second-order affine projection was combined with 
inter-channel decorrelation, the misalignment reached 
around 7.7� dB at t = 10 s. This could be improved to 
–14.2 dB by the proposed enhanced affine projection 
algorithm (D).  

Figure 4 shows the behavior of misalignment when the 
stereo received signals were speech signals made by 
simulating two people speaking alternately.  

0 2 4 6 8
-15

-10

-5

0

M
is

al
ig

nm
en

t [
dB

]

t [s]

Fig. 3 Behavior of misalignment for the
second-order affine projection algorithm (A) w
with additive signals, (C) the second-order a
algorithm with inter-channel decorrelation, and (D
second-order enhanced affine projection algorithm
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Fig. 4 Behavior of misalignment for (B) th
second-order affine projection algorithm with 
and (D) the proposed second-order enhanced a
algorithm. 

The second-order affine projection algorithm (p=2) with 
additive signals (B) and the proposed enhanced affine 
projection algorithm (p=2, a=0.06) (D) were used. We see 
that the convergence of misalignment for the proposed 
algorithm (D) was achieved more quickly than for the 
second-order affine projection algorithm (B).  

The proposed enhanced affine projection algorithm can 
improve the convergence speed drastically. 

 
4. CONCLUSION 
 

We propose modifying the affine projection algorithm 
(including the NLMS algorithm) by enhancing additive 
signals in the adjustment vector. Computer simulation 
demonstrated that this method decreased the misalignment 
of the adaptive filter for stereo echo cancellation much 
faster than the conventional first- and second-order affine 
projection algorithms, with almost the same amount of 
computation as the NLMS algorithm. The mechanism for 
this improvement was investigated by analyzing the 
first-order statistical behavior of the proposed algorithm 
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